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Overview of the Linux Virtual File System
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« Copyright (C) 1999 Richard Gooch
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The Linux ,

Introduction
Ke rnel The Virtual File System (also known as the Virtual Filesystem Switch) is the software layer in the ker -
6.9.0-rcd nel that provides the filesystem interface to userspace programs. It also provides an abstraction within

the kernel which allows different filesystem implementations to coexist.

QUICk search VFS system calls open(2), stat(2), read(2), write(2), chmod(2) and so on are called from a process con -

Go  text. Filesystem locking is described in the document Locking.

Contents Directory Entry Cache (dcache)
Development process The VFS implements the open(2), stat(2), chmod(2), and similar system calls. The pathname argument
Submitting patches that is passed to them is used by the VFS to search through the directory entry cache (also known as
Code of conduct the dentry cache or dcache). This provides a very fast look-up mechanism to translate a pathname
Maintainer handbook (filename) into a specific dentry. Dentries live in RAM and are never saved to disc: they exist only for
All development-process performance.
docs

The dentry cache is meant to be a view into your entire filespace. As most computers cannot fit all
Core APT dentries in the RAM at the same time, some bits of the cache are missing. In order to resolve your
Driver APIs pathname into a dentry, the VFS may have to resort to creating dentries along the way, and then load -
Subsystems ing the inode. This is done by looking up the inode.

Core subsystems

https://www.kernel.org/doc/html/latest/filesystems/vfs.html
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File: [proc/mounts

1 proc /proc proc rw,nosuid,nodev,noexec,relatime 0 8

2 sys /sys sysfs rw,nosuid,nodev,noexec,relatime 8 8

3 dev /dev devtmpfs rw,nosuid,relatime,size=20854144k,nr_inodes=5813536,mode=755,inode64 @ 8

4 run /run tmpfs rw,nosuid,nodev,relatime,mode=755,inode64 B @

5 efivarfs [sys/firmware/efi/efivars efivarfs rw,nosuid,nodev,noexec,relatime 8 8

6 /dev/mapper/volumngroup-root / exté4 rw,relatime @ 8

7 securityfs /sys/kernel/security securityfs rw,nosuid,nodev,noexec,relatime @ 8

8 tmpfs /dev/shm tmpfs rw,nosuid,nodev,inode64 8 8

9 devpts /dev/pts devpts rw,nosuid,noexec,relatime,gid=5,mode=628,ptmxmode=008 B 8

10 cgroup2 /sys/fs/cgroup cgroup2 rw,nosuid,nodev,noexec,relatime,nsdelegate,memory_recursivepr
ot 8 8

11 pstore /sys/fs/pstore pstore rw,nosuid,nodev,noexec,relatime 6 8

{2 bpf /sys/fs/bpf bpf rw,nosuid,nodev,noexec,relatime,mode=768 6 9
13 systemd-1 /proc/sys/fs/binfmt_misc autofs rw,relatime,fd=37,pgrp=1,timeout=0,minproto=5,maxp
roto=5,direct,pipe_ino=13741 8 @

14 mqueue /dev/mqueue mqueue rw,nosuid,nodev,noexec,relatime 8 8

15 hugetlbfs /dev/hugepages hugetlbfs rw,nosuid,nodev,relatime,pagesize=2M 8 8
16 debugfs /sys/kernel/debug debugfs rw,nosuid,nodev,noexec,relatime 6 @

i tracefs /sys/kernel/tracing tracefs rw,nosuid,nodev,noexec,relatime @ @

18 fusectl /sys/fs/fuse/connections fusectl rw,nosuid,nodev,noexec,relatime 8 @
19 configfs /sys/kernel/config configfs rw,nosuid,nodev,noexec,relatime 8 8

28 tmpfs /tmp tmpfs rw,nosuid,nodev,size=208144048k,nr_inodes=1848576,inodeb4 B 8
21 /dev/nvmeBnl1pl /boot vfat rw,relatime,fmask=00822,dmask=8022,codepage=437,iocharset=ascii,sho
rtname=mixed,utf8,errors=remount-ro 6 6
d
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